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Opening Thoughts: 
Living Amid Seismic Changes

Last 50 years: we’ve democratized tech previously just available 
to intelligence components of major nations in the 1970s



Opening Thoughts: 
Living Amid Seismic Changes

However: we have not upgraded how to do the work of defense, 
security, and civil society given super-empowered populations



AI & Communities - Defining Trust
Trust = Willingness to be vulnerable to actions 

of an actor not directly controlled by you 

Antecedents of Trust = 

(1) Perceived Benevolence
(2) Perceived Competence

(3) Perceived Integrity



Artificial Intelligence = 
Alien Interactions

“AI” has many subcategories and has 
had many names since the 1950s 

Flavors of “AI” over the years: Logical Reasoning and Problem-
Solving Algorithms. Expert Systems. Statistical Inferences and 
Reasoning. Decision Support Systems. Cognitive Simulation. 

Natural Language Processing. Machine Learning. Neural Networks. 
Large-Language Models. 



Why Is This Inevitable, Trend 1: 
AI Everywhere

Current GenAI, using Deep Learning, is massively data & CPU 
intensive – may be replaced by local & more agile AI methods 



Why Is This Inevitable, Trend 1: 
AI Everywhere

Active Inference = alternative approach that may prove better for 
more predictive, localized AI if present is *not* like past data

= ? vs.



Why Is This Inevitable, Trend 2: 
Data Collides with Globalization

Combined market cap of the major data-intensive companies 
≈ the combined GDP of all nations minus the top 4 



Why Is This Inevitable, Trend 2: 
Data Collides with Globalization

Most orgs still need to get digital fundamentals first, meanwhile 
may find too much data hoarding challenges free societies

Data = form of voice for 
people, if little or no 

choices in its use the 
people lose free speech

Data is *not* the new oil 
= hoarding increases 

distrust and 
polarization



Ransomware damages in 2019: $11B, 2020: $20B, 2021: $43B+
“Our goal is to make money” – Colonial Pipeline attackers

Why Is This Inevitable, Trend 3: 
Cybersecurity: Ransoms + Scams
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Why Is This Inevitable, Trend 3: 
Cybersecurity: Ransoms + Scams

Significant concern in use of Generative AI to generate fake AI 
images, audio, & videos to generate fraud + disinformation
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What Massive Changes Mean
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What Massive Changes Mean
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What Massive Changes Mean



2013: 7.1 billion humans on Earth, ~7.1 billion network devices
2024: 8.1 billion humans on Earth, ~45 billion network devices

What Massive Changes Mean



How To Address Trust – Given 
Trust in Societies Now? 
Trust = Willingness to be vulnerable to actions 

of an actor not directly controlled by you 

Antecedents of Trust = 

(1) Perceived Benevolence
(2) Perceived Competence

(3) Perceived Integrity



In Oct 2017, Pew found <45% of those <25 years old in the U.S. 
thought capitalism was “good”; we’re at fairly low levels of trust in 

representative governments as well globally (not just U.S.)

Is asking for Trust 
in AI impossible? 

How To Address Trust – Given 
Trust in Societies Now? 



What If the Turing Test is the 
Wrong Test? 

Original Turing Test: Computer A and Person B 
attempting to convince Person C 

that they were human. 

What if this test of a computer “fooling us” is the wrong test for the 
type of AI that either human services or our societies at-large need, 

if we’re to have some trust among humans and machines?  



What If the Turing Test is the 
Wrong Test? 

We humans are products of natural selection pressures. Darwinian 
evolution is akin to a “blind watchmaker”. Evolution has not 
prepared us to encounter the true alienness of AI + new tech. 

Our choices regarding AI + new tech will amplify or mitigate human 
nature. Also, we humans anthropomorphize lots even if those 

things do not act, think, or behave at all like us. 



What If Building Trust in AI ≈ 
Trust in Decisions & in Societies? 
We humans also have biases including confirmation bias, sunk 

cost bias, “in vs. out group” biases (aka, xenophobia), and many 
more biases that can be mitigated by education and experiences. 

The Global Megatrends all intersect with those existing biases, 
making the future of Strategic Decision-Making especially 

challenging for leaders across sectors. 



What If Building Trust in AI ≈ 
Trust in Decisions & in Societies? 

Natural selection pressures resulted in humans tending to trust if 
we perceive Benevolence, Competence, and Integrity in an actor.

Consider current LLMs/chatbots: 

Benevolence = indeterminant?
Competence = LLMs are not fact-checking, can spread misinfo

Integrity = absent, they will change their stance readily



What If Building Trust in AI ≈ 
Trust in Decisions & in Societies? 

So, Trust in LLMs = ? Yet consider other “obscured boxes” in 
society, such as decision-making in organizations, community 

associations, governments, or militaries? 

What if we need to remedy and improve Trust in Societies 
simultaneously to Trust in Decisions simultaneously to 

Trust in AI for the future? 



Where We Are Now – GenAI Example: 
Synthetic “Hosted” Podcast

https://napawash.org/standing-panel-blog/ai-services-to-citizens-in-2023-and-beyond



Where We Are Now – GenAI Example: 
Synthetic “Hosted” Podcast

Some are experimenting with this to prepare briefs for executives



Implementation - For Outcomes Now:
1) Conversational Forms

https://www.topcoder.com/community/innovation-challenges/intelliform-bot-gpt



Implementation - For Outcomes Now:
2) Communities Have “A Voice”

Recent work to use GenAI to translate government forms into 
conversations, ultimately can aid individuals to receive services 

& benefits via text and/or verbal conversations.



Implementation - For Outcomes Now:
3) Cloud-Based Decision Support

AI can rapidly facilitate collaborations across different facets of 
healthy communities: Predictive maintenance of equipment & 

buildings, Resource allocation optimization, Waitlist management



Implementation - For Outcomes Now:
4) Computer Vision Assessments

Structural Integrity: detect cracks & damage, ADA compliance; 
Safety Checks: locate hazards, identify mold & pests; Energy 

Efficiency: spot heat leaks & insulation issues, pollution sources



Implementation - For Outcomes Now:
5) Tailored Q&A Chatbots

https://www.popsci.com/technology/conspiracy-debunk-ai-bot/



What Bad Actors Already Are Doing with AI: 
AI-Aided Scams Increasing

Be ready for an even more massive wave of AI-produced fraud –
this will include financial and other fraudulent claim-related 

scams. For more details see StopScamAlliance.org

Scammers already are using GenAI to create websites to look 
authentic. Health & human services data are being stolen via 

cybersecurity breaches to produce fraudulent claims.



One of 1,000,000+ fake claims 
generated in less than 10 minutes



Human governance to ensure both the use of data & of AI is 
representative of the communities equitably. 

Make sure to include community members in governance. 

1. Ethics & Practical Steps

https://www.zdnet.com/article/your-board-needs-no-nonsense-ai-leadership-these-experts-explain-why/



Start with the community and/or business need(s) and go from 
there. “Deployment Empathy” for staff – indicate this is not to 

replace them, ask them for what they’d like for skill development. 

2. Getting Started & Workforces

https://www.zdnet.com/article/when-deploying-genai-at-scale-people-must-come-first-heres-how/



Make sure to consider data/IP rights, cybersecurity. 
Consider data cooperatives – these empower communities to 
pool their data for specific purposes for communities’ benefit.

3. Security & Privacy by Design

https://sloanreview.mit.edu/video/people-centered-design-principles-for-ai-implementation/ 



Don’t let the “fear of missing out” motivate a rush to GenAI, it 
may be similar to Napster in the 1990s that was later replaced 

with more professional iTunes and other music models.

Human settings need to be ready for patients to start bringing 
their own AI apps of varying quality with into human settings, 
consider what will and won’t allow to be captured by devices. 

4. Best Practices & Mindfulness



Housing & human services data will need even more security as 
lots of companies are striving to get this data to train AIs, at the 
same time this data is the voice of individuals & communities. 

AI providers will need to start recording when an AI aids in 
outputs stored in a human record, to avoid the risks of AI reading 

in an AI output and introducing model destabilization.

5. Regulation & Auditing



Carl Sagan in 1994:
Look again at that dot. 

That's here. That's home. 



That's us. 
On it everyone you love, 

everyone you know –

Everyone you ever heard of, every human being 
who ever was, lived out their lives.



To me, it underscores 
our responsibility to deal 

more kindly with one another –

And to preserve and cherish the pale blue dot, 
the only home we've ever known.



Be Bold, Be Brave, Be Benevolent

Additional Questions?

dbray@stimson.org

2020 – MIT Sloan Mgmt Review article on People-Centered AI: 
https://mitsloan.mit.edu/ideas-made-to-matter/5-steps-to-people-

centered-artificial-intelligence

2023 – National Academy of Public Admin on AI & Public Service: 
https://napawash.org/standing-panel-blog/a-call-to-action-the-future-

of-artificial-intelligence-and-public-service

https://mitsloan.mit.edu/ideas-made-to-matter/5-steps-to-people-centered-artificial-intelligence
https://mitsloan.mit.edu/ideas-made-to-matter/5-steps-to-people-centered-artificial-intelligence
https://napawash.org/standing-panel-blog/a-call-to-action-the-future-of-artificial-intelligence-and-public-service
https://napawash.org/standing-panel-blog/a-call-to-action-the-future-of-artificial-intelligence-and-public-service
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